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ABSTRACT
The neighborhood independence number of a graph G , denoted by

β = β (G ), is the size of the largest independent set in the neighbor-

hood of any vertex. Graphs with bounded neighborhood indepen-

dence, already for constant β , constitute a wide family of possibly

dense graphs, including line graphs, unit-disk graphs, claw-free

graphs and graphs of bounded growth, which has been well-studied

in the area of distributed computing. In ICALP’19, Assadi and

Solomon [8] showed that, for any n-vertex graph G, a maximal

matching can be computed in O (n logn · β ) time in the classic se-

quential setting. This result shows that, surprisingly, for almost

the entire regime of parameter β , a maximal matching can be com-

puted much faster than reading the entire input. The algorithm of

[8], however, is inherently sequential and centralized. Moreover, a

maximal matching provides a 2-approximate (maximum) matching,

and the question of whether a better-than-2-approximate matching

can be computed in sublinear time remained open.

In this work we propose a unified and surprisingly simple ap-

proach for producing (1+ϵ )-approximate matchings, for arbitrarily

small ϵ > 0. Specifically, set ∆ = O (
β
ϵ log

1

ϵ ) and let G∆ be a ran-

dom subgraph of G that includes, for each vertex v ∈ G, ∆ random

edges incident on it. We show that, with high probability, G∆ is a

(1 + ϵ )-matching sparsifier for G, i.e., the maximum matching size

of G∆ is within a factor of 1 + ϵ from that of G . One can then work

on the sparsifier G∆ rather than on the original graph G. Since G∆

can be implemented efficiently in various settings, this approach is

of broad applicability; some concrete implications are:

• A (1 + ϵ )-approximate matching can be computed in the

classic sequential setting in O (
n ·β
ϵ 2 · log

1

ϵ ) time, shaving a

logn factor from the runtime of [8] (for any constant ϵ), and
more importantly achieving an approximation factor of 1+ϵ
rather than 2. For constant ϵ , our runtime is tight, matching

a lower bound of Ω(n · β ) due to [5, 8].

• G∆ can be computed in a single communication round in

distributed networks. Consequently, a (1 + ϵ )-approximate

matching can be computed in

(
β
ϵ log

1

ϵ

)O (1/ϵ )
+ O ( 1

ϵ 2 ) ·

log
∗ n communications rounds, which reduces to O (log∗ n)
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rounds when β and ϵ are constants; the previous (determin-

istic) algorithm by Barenboim and Oren [16, 17] requires a

similar number of rounds but its approximation factor is 2+ϵ .
Our sparsifier also provides a rare example of an algorithm

achieving a sublinear message complexity.
• A (1 + ϵ )-approximate matching can be dynamically main-

tained with update timeO (
β
ϵ 3 log

1

ϵ ); the previous (determin-

istic) algorithm by Barenboim and Maimon [14] achieves

approximation factor 2 with a higher (by a factor of

√
n
β , for

constant ϵ) update time of O (
√
βn).
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1 INTRODUCTION
Graph matching is one of the most important and well-studied

problems in combinatorial optimization. Perhaps the original moti-

vations of the problem, dating back to the 40s, were to minimize

transportation costs and optimize assignments of personnel to job

positions [32, 50, 55, 82]. Since then, graph matching algorithms

have found a rich plethora of applications, ranging from scheduling

and object recognition to numerical analysis and computational

chemistry. Moreover, matching algorithms were also used as key

subroutines in other important optimization algorithms, such as the

traveling salesman problem [29], planar Max-Cut [45, 73] and short-

est paths [64]. In general, graph matching problems are intimately

connected to various other important problems.

Maximum cardinality matching (MCM) is perhaps the most basic

graph matching problem and its importance is hard to overstate.

The first (sequential) algorithms for computing an MCM [33, 54],

dating back half a century ago, are considered cornerstone results

in computer science, having triggered numerous groundbreaking

works on a variety of combinatorial optimization problems. In

particular, the work of Micali and Vazirani [70, 83], building on

that of Hopcroft and Karp for bipartite graphs [51], shows that
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an exactMCM can be computed in time O (m
√
n). While the exact

MCM problem is not fully resolved yet, the approximate version is

(up to the ϵ dependence): the algorithm of [51, 70, 83] provides a

(1 + ϵ )-approximate MCM within time O (m/ϵ ), for any ϵ > 0. In

general graphs, the approximate (1+ ϵ )-MCM algorithm of [70, 83]

is quite sophisticated; an alternative and much simpler approach

is to settle for a maximal matching, which can be computed via

a naïve greedy O (m)-time algorithm. Since a maximal matching

provides a 2-approximate MCM, this easily solves the approximate

MCM problem, albeit with an approximation factor of 2.

Due to its practical importance and wide applicability, graph

matching has been studied in a variety of settings and computation

models, including parallel algorithms (see, e.g., [36, 53, 58, 66]), dis-

tributed algorithms (see, e.g., [12, 49, 61, 67]), streaming algorithms

(see, e.g., [1, 4, 43, 57]), online algorithms (e.g., [19, 26, 37, 59]), dy-

namic algorithms (see, e.g., [18, 23, 44, 80]), and massively parallel

computation (MPC) (see, e.g., [4, 6, 31, 39]).

In a breakthrough paper from SODA’19, Assadi, Chen andKhanna

[5] presented a randomized sequential algorithm for (∆+1)-(vertex)
coloring that runs in time Õ (n

√
n), which in general is sublinear in

the input size. The same paper also shows that such a result cannot

be achieved for several related problems, including those of maxi-

mal matching and (1 + ϵ )-approximate MCM. In ICALP’19, Assadi

and Solomon [8] gave a randomized algorithm for computing a

maximal matching in O (n logn · β ) time, where β = β (G ) is the
neighborhood independence number of the input graph G, which is

the size of the largest independent set in the neighborhood of any

vertex. Moreover, as shown in [8], the lower bound from [5] for gen-

eral graphs can be extended to prove that Ω(n · β ) time is necessary

for computing a maximal matching and (1 + ϵ )-approximate MCM

on graphs with neighborhood independence β , giving a nearly tight
(up to a logn factor) time bound for the maximal matching problem

for any β , and also suggesting that β is in some sense the “right”

parameter for measuring the runtime of maximal matching algo-

rithms. While a maximal matching provides a 2-approximate MCM,

the following question remained open:

Question 1.1. Can a better-than-2-approximatematching be com-
puted in sublinear time for bounded β?

Graphs with bounded neighborhood independence, already for

constant β , constitute a wide family of graphs, including line graphs,

unit-disk graphs, claw-free graphs and graphs of bounded growth.

Such graphs are possibly dense already for small values of β (e.g.,

the n-clique has Ω(n2) edges and β = 1). (More details on this graph

family appear in Section 1.1.) This family of graphs has been studied

primarily in the area of distributed computing; see [10, 15–17, 38, 47,

65, 78, 79] and the references therein. A drawback of the algorithm

of Assadi and Solomon [8] is that it is inherently sequential and

centralized, and requires a global coordination; in particular, it is

unclear if it can be parallelized or distributed efficiently.

In this workwe present a unified approach for producing a (1+ϵ )-
approximate MCMs, for arbitrarily small 0 < ϵ < 1. Our approach

is to construct a matching sparsifier, which is a sparse subgraph

that approximately preserves the MCM size. As will be shown next,

our sparsifier construction is as simple as it gets, it is inherently

local, which makes it naturally suitable for several settings, such as

the sequential, distributed, and dynamic computational models.

1.1 Our Contribution
A γ -matching sparsifier, for a graph G = (V ,E) and an approxi-

mation parameter γ ≥ 1, is a subgraph G ′ of G that preserves the

MCM size to within a factor of γ , that is, |MCM(G ) | ≤ γ · |MCM(G ′) |;
the parameter γ will be referred to as the approximation factor of
the sparsifier G ′, and we shall focus on the regime of γ = 1 + ϵ , for
an arbitrarily small 0 < ϵ < 1. Clearly, the sparsifier should use

as few edges as possible (ideally, O (n) or even O ( |MCM(G ) |)) while
achieving an approximation factor close to 1.

Our matching sparsifier G∆ for a graph G is constructed as fol-

lows. For a fixed ∆ = O (
β
ϵ log

1

ϵ ), each vertex marks ∆ random

edges incident on it in the graphG; the sparsifierG∆ consists of all

the marked edges.

The meta-theorem of our work is summarized in the following

statement, which is deliberately vague in the sense that it does

not state the runtime bounds of the construction; the exact run-

time bounds are model-dependent, and are detailed for each model

separately in Section 1.2.

Theorem 1.2. One can “efficiently construct” a (1 + ϵ )-matching

sparsifier with O
(
n ·

β
ϵ log

1

ϵ

)
edges, for any 0 < ϵ < 1 and β =

O
(
ϵn
logn

)
, where the bound on the approximation factor holds with

high probability. The size bound is actually O
(
|MCM(G ) | ·

β
ϵ log

1

ϵ

)
.

BoundedNeighborhood IndependenceGraphs. Ourmeta-the-

orem concerns graphs of bounded neighborhood independence β .
Already for constant β , this constitutes a rich family of graphs. A

notable example is line graphs, which play a central role in the area

of distributed computing, and have neighborhood independence

number of at most 2. Another example is bounded growth graphs.
A graph G (V ,E) is said to be of bounded growth iff there exists a

function such that for every vertex v ∈ V and integer r ≥ 1, the

size of the largest independent set in the r -neighborhood of v is

bounded by f (r ). Intersection graphs of geometrical objects such as

proper interval graphs [48], unit-disk graphs [46], quasi-unit-disk

graphs [62] and general disc graphs [47] are all bounded-growth

graphs. The family of bounded diversity graphs, for which there has

been a recent growing interest in efficient distributed algorithms

[11, 13, 15], is yet another subfamily of bounded neighborhood

independence graphs. The diversity of a vertex v is the number of

maximal cliques that v belongs to in the graph, and the diversity

of the graph is the maximum diversity of a vertex. Since each

clique contains just one independent vertex, the neighborhood

independence number of a graph with diversity k is at most k .
We remark that graphs with neighborhood independence num-

ber β are sometimes referred to as (β + 1)-claw-free graphs, i.e.,
graphs that do not contain K

1,β+1 as an induced subgraph. These

graphs were extensively studied in the context of structural graph

theory; see the series of papers by Chudnovsky and Seymour, start-

ing with [30], and also the survey by Faudree et al. [35].

We next consider several aspects of our meta-theorem.

Uniform Sparsity. We prove that the size of our sparsifier is up-

per bounded by 4|MCM(G ) | · ∆, where |MCM(G ) | is the MCM size of

the input graphG and ∆ is the number of neighboring edges that

every vertex marks. For super-constant values of β , this size bound
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could be significantly smaller than the naïve n ·∆ upper bound. This

more refined size upper bound of the sparsifier is proved in Section

2.2. Moreover, in the same section we show that our sparsifier is

also uniformly sparse, which will be crucial for achieving a fast

distributed algorithm (in Section 3.2). We use the arboricity (see

Definition 2.11) as the measure of uniform sparsity.

Randomization and Approximation. Both randomization and

approximation are required for our construction of sparsifiers, G∆,

where every vertex marks ∆ (random) neighboring edges and the

sparsifier consists of all the marked edges. First, it is easy to verify

that if the edges marked for inclusion in the sparsifier are chosen

deterministically, the resulting sparsifier could have an arbitrarily

poor approximation ratio. Second, even allowing randomization,

we demonstrate that our construction of sparsifiers cannot preserve

the exact size of the MCM with reasonable probability, unless ∆ is

close to n. Further details are provided in Section 2.2.

1.2 Applications of Our Meta-Theorem
Our sparsification algorithm is inherently local, since every vertex

chooses independently of other vertices which among its neighbor-

ing edges to mark for inclusion in the sparsifier. As a result, it can

be distributed, parallelized and dynamized easily and efficiently,

and is therefore of rather broad applicability.

We next highlight some concrete applications.

Centralized Sequential Model. In Section 3.1 we demonstrate

that our sparsifier G∆ can be computed within time linear in its

size, namely, O (n ·
β
ϵ log

1

ϵ ). We can then run the standard (1 + ϵ )-
approximate MCM algorithm of [52, 70, 83], which takes O (m/ϵ )
time for any m-edge graph, leading to a total runtime of O (n ·
β
ϵ 2 log

1

ϵ ), which is sublinear in the graph size for almost the entire

regime of parameter β . (This result is given in Theorem 3.1.) More-

over, our algorithm achieves an approximation factor of 1+ϵ , while
shaving a factor of logn from the runtime of [8] in the entire regime

of parameter β = O
(

n
logn

)
(for any constant ϵ). We stress that the

complementary regime of β = ω
(

n
logn

)
is irrelevant, since in that

regime the runtime of [8] is inferior to the naïve O (n2) runtime of

the greedy maximal matching algorithm. Finally, our runtime is

tight in this entire regime of β = O
(

n
logn

)
(for constant ϵ), as it

matches the lower bound of Ω(n · β ) due to [5, 8]. In particular, this

provides an optimal (up to the ϵ-dependence) positive resolution

to Question 1.1 for the regime β = O
(

n
logn

)
.

In fact, by using the refined upper bound on the size of our

construction, we obtain a runtime ofO ( |MCM(G)| ·
β
ϵ 2 log

1

ϵ ), which

could be significantly smaller than the above bound ofO (n·
β
ϵ 2 log

1

ϵ ).

Distributed Computing. In Section 3.2 we demonstrate the ap-

plicability of our sparsifier in the area of distributed computing.

It is readily verified that our sparsifier can be computed in stan-

dard distributed networks within a single round of communication.

Since the arboricity of our sparsifier is low, we can run on top of

it a second sparsifier construction, due to Solomon from ITCS’18

[81], which has a low maximum degree. This will ultimately (see

Theorem 3.2) give rise to a distributed algorithm for computing a

(1 + ϵ )-approximate matching in

(
β
ϵ

)O (1/ϵ )
+O

(
1

ϵ 2
)
log
∗ n com-

munication rounds; when β and ϵ are constants, the number of

rounds is reduced to O (log∗ n), which provides an improvement

over the (deterministic) algorithm of Barenboim and Oren [16, 17]

that applies to graphs of constant neighborhood independence

and requires the same number of rounds, but achieves a (2 + ϵ )-
approximation.

We then apply our sparsifier construction to solve the problem of

distributed (1 + ϵ )-approximate MCM while achieving a sublinear

(depending, of course, on the neighborhood independence num-

ber β) message complexity. (Theorem 3.3 summarizes this result.)

This provides a new example to the very small pool of distributed

algorithms that achieve a sublinear message complexity.

Dynamic Algorithm. We employ our sparsifier construction G∆

to efficiently maintain a (1 + ϵ )-approximate MCM in the standard

fully dynamic setting. This dynamic setting is sequential and cen-

tralized, and it allows both insertions and deletions of edges, while

the vertex set is fixed, where in each step a single edge is added to

the graph or removed from it; such a step is called an edge update (or
shortly, an update). A common assumption is that initially there are

no edges in the graph, but this assumption does not lose generality

if the sequence of updates is large enough. Various graph problems

have been extensively studied in the fully dynamic setting since

the 80s; refer to [18, 20–25, 28, 44, 71, 77, 80, 81] and the references

therein for works on graph matching and related problems.

One may try to optimize the amortized (i.e., average) update

time of the algorithm or its worst-case (i.e., maximum) update time,

over a worst-case sequence of graphs; it is obviously more chal-

lenging to achieve a low worst-case update time. In Section 3.3

we demonstrate that a (1 + ϵ )-approximate MCM can be main-

tained in the fully dynamic setting with a worst-case update time

of O
(
∆/ϵ2

)
= O (

β
ϵ 3 log

1

ϵ ); the previous (deterministic) algorithm

by Barenboim and Maimon [14] achieves approximation factor 2

with a higher (by a factor of

√
n
β , for constant ϵ) update time of

O (
√
βn).

Remarkably, our update time bound holds deterministically and

the approximation factor of (1 + ϵ ) holds with high probability

against an adaptive adversary. (Theorem 3.5 summarizes this result.)

This is a rare example of a randomized algorithm that does not make

the oblivious adversary assumption, in which the adversary (i.e., the

entity inserting and deleting edges to and from the graph) cannot

decide its updates adaptively based on the algorithm’s output; all

other randomized algorithms for dynamic graphmatching problems

make this assumption, with the sole exception of the very recent

STOC’20 paper of Wajc [84].

1.3 Preliminaries
We shall sometimes abbreviate maximum (cardinality) matching

as MCM, as was already done in Sections 1.1 and 1.2. Also, for a

graphG , let |MCM(G ) | denote the MCM size inG , where MCM(G ) may

denote an arbitrary MCM of G.
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As usual, for a graph G = (V ,E), let n = |V | denote the number

of vertices in the graph.

The degree of a vertexv inG , denoted by deg(v ), is the number of

edges incident onv inG . Themaximum degree ofG is the maximum

degree of any vertex inG . Also, for a vertex setV ′ ⊆ V , let degV ′ (v )
denote the degree of v in the subgraph G[V ′] of G induced by V ′;
note that deg(v ) = degV (v ).

We say that an event happens with high probability if it happens

with probability at least 1−1/poly(n). In some situations it is further

required that the success probability will be at least 1 − 1/nc , for
an arbitrarily large constant c > 1.

2 THE SPARSIFIER

The random sparsifier, G∆. Given a graph G = (V ,E), we
“mark” ∆ neighbors of each vertex uniformly at random (without

replacement). If the degree of a vertex is at most ∆, we mark all

its neighbors. Denote by E∆ the set of marked edges, and let G∆ =

(V ,E∆ ) be the subgraph of G over the vertex set V and the set E∆
of marked edges. We will refer to G∆ as a random sparsifier of G.

In Section 2.1 we bound the approximation factor of G∆, which

is the main technical contribution of this work. Some other useful

properties of this sparsifier are provided in Section 2.2.

2.1 G∆ is a (1 + ϵ )-sparsifier
This section is devoted to the proof of the following theorem. We

stress that the proof is subtle. The naïve approach for proving this

theorem overlooks strong probability dependencies and is there-

fore doomed to failure; more details are provided in the paragraph

preceding Lemma 2.6 and in the proof of that lemma.

Theorem 2.1. For any graphG with neighborhood independence

β , where 0 < ϵ < 1 and β = O
(
ϵn
logn

)
, G∆ is a (1 + ϵ ) matching

sparsifier for G with high probability, for ∆ = Θ
(
β
ϵ log

1

ϵ

)
.

Remark.The success probability is at least 1−1/poly(n′), where
n′ is the number of non-isolated vertices. Clearly, the success prob-

ability should depend on n′ rather than n, and we shall henceforth

assume in what follows that there are no isolated vertices.

In what follows letM be an arbitrary MCM inG , and denote the

sets of matched and free vertices inM by VM and VF , respectively.
The following lemma, which will be used for proving Theorem

2.1, provides a lower bound on theMCM size in terms of the number

of (non-isolated) vertices n and β .

Lemma 2.2. |M | ≥ n
β+2 .

Proof: Suppose for contradiction that |M | < n
β+2 , i.e., |M | (β + 2) <

n. Given that |VM | = 2|M |, we get that |VF | > |M |β . SinceM is an

MCM, VF is an independent set, hence all the edges incident on VF
lead toVM . Racalling the assumption of having no isolated vertices,

each vertex of VF is adjacent to at least one edge, and the number

of edges from VF to VM is at least |VF |. Then, by the pigeonhole

principle there exists an edge e ofM that is incident to more than

β vertices ofVF . If all the vertices are incident to one endpoint of e ,
this contradicts the fact that the neighborhood independence of G
is β . On the other hand, if each endpoint of e leads toVF , then since

e is incident to at least β + 1 vertices of VF , this yields a length-3
augmenting path, which contradicts the fact thatM is of maximum

size. It follows that |M | ≥ n
β+2 , as required.

To prove Theorem 2.1, we will show that the subgraph G∆[VM ]

of the sparsifier G∆ induced by VM contains a matching of size

greater than

(
1 − ϵ

2

)
|M | with high probability.

Definition 2.3. A vertex is said to be of high degree (respectively,
low degree) if its degree is bigger than (resp., at most) ∆.

We stress that this partition of the vertex set into high and low

degree vertices depends only on the input graph and ∆, and it does

not depend on randomness or the choices made by the algorithm

in any way; our proof makes critical use of this observation.

Let M∆ be an arbitrary MCM in G∆[VM ] that maximizes the
number of low degree matched vertices. LetWM andWF denote the

sets of matched and free vertices inM∆, respectively, and note that

WM ,WF ⊆ VM . Our new goal is to show that |WM | >
(
1 − ϵ

2

)
|VM |

with high probability, from which Theorem 2.1 would follow.

Claim 2.4. WF contains only high degree vertices.

Proof: Suppose for contradiction that there is a low degree vertex

w inWF . Since w is also in VM , it has a matemate (w ) in M , and

asw is of low degree, all its neighborhood from the original graph

is included in the sparsifier, hence edge (w,mate (w )) belongs to
G∆. It follows thatmate (w ) is inWM , as otherwise we could add

(w,mate (w )) toM∆, which is a contradiction to the fact thatM∆ is

an MCM inG∆[VM ] . Let x be a mate ofmate (w ) inM∆. We modify

M∆ by removing (mate (w ),x ) from it and adding (w,mate (w )) to
it in its place. Clearly, the cardinality of the resulting matching

remains the same, hence we can apply the same argument for x
instead of w , in case x is of low degree. Indeed, the mate of x
in M ,mate (x ), must be inWM , otherwise the resulting matching

were not of maximum size. This process yields an alternating path,

and it must terminate since the symmetric difference between the

matching resulting at each step and M strictly decreases. Upon

termination, the number of low degree vertices in the resulting

matching has increased, which contradicts our choice ofM∆.

SinceWF is an independent set, Claim 2.4 yields the following

corollary.

Corollary 2.5. There exists an independent set in G∆ of at least
|WF | high degree vertices of VM .

The following lemma is central to the proof of Theorem 2.1.

As shown below, we do not reason probabilistically on the set

WF directly, since this set depends on the random sparsifier G∆.

In particular, the probability that a certain event involving some

vertex v occurs, when conditioned on v belonging toWF , could be

very different than without this conditioning. This technical hurdle

enforces us to employ a more subtle argument.

Lemma 2.6. |WF | <
ϵ
2
|VM | with high probability, for β = O

(
ϵn
logn

)
.

Proof: To prove the lemma, we upper bound the probability that

a large independent set U of high degree vertices exists in G∆. (By

Corollary 2.5, if no such independent set exists, the size of WF
cannot be too big, which will complete the proof of the lemma.)
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We next make the following claim, which by the union bound

over all such sets U provides the required result.

Claim 2.7. Fix an arbitrary subset U of VM of size at least ϵ
2
|VM |

such that all its vertices are of high degree. The probability that U
forms an independent set inG∆, denoted by E (U ) , is at most (ϵ/24) |U | .

Proof: Throughout the proofwe take∆ to be 20
β
ϵ ln

24

ϵ = O
(
β
ϵ log

1

ϵ

)
.

Notice that every vertex in VM has at most β neighbors in VF ,
sinceVF is an independent set and the neighborhood independence

number of G is β . For an arbitrary vertex v ∈ U , denote the event

that all edges marked due to v lie outside U (recall that all such

edges are taken to the sparsifier G∆) by E
(U )
v . Then we have

IP(E
(U )
v ) =

∆∏
i=1

(
degV \U (v ) − i + 1

deg (v ) − i + 1

)

≤

(
degV \U (v )

deg (v )

)∆
≤ *
,

degVM \U (v ) + β

degVM (v ) + β
+
-

∆

, (1)

where deg (v ) denotes the degree of v in G, and for anyW ⊆ V ,
degW (v ) denotes the degree of v in the subgraph of G induced by

W .

In what follows we restrict our attention to the subgraphG[VM ]

of G induced by VM (ignoring vertices of VF and edges incident on

them). We apply the following definition from [8] to G[VM ].

Definition 2.8. Fix 0 < δ < 1. We say that v ∈ U is a δ -good
vertex if its degree inVM is at most 1/δ or its degree inU is at least a
δ fraction of its degree inVM \U , namely degU (v ) ≥ δ degVM \U (v ).

Lemma 7 of [8] implies that, if δ = |U |
4κβ , at least half of the

vertices inU are δ -good, where κ = |VM |. Denote the set of good
vertices inU byUG . Observe thatUG is determined byU and by the

partition ofV intoVF andVM , hence it is fixed prior to the construc-

tion of the random sparsifier G∆. Also, the random choices made

due to any vertex v are independent of random choices made due

to other vertices. We summarize this in the following observation.

Observation 2.9. For any good vertex v , we have IP(E (U )
v ) ≤(

degVM \U
(v )+β

degVM
(v )+β

)∆
, and this bound holds independently of random

choices made due to other vertices.

Since ∆ ≥ β+8β/ϵ , every vertex inU has a degree (inVM ) at least

8β/ϵ , which, in turn, exceeds 1/δ , and therefore every good vertex

v satisfies degU (v ) ≥ δ degVM \U (v ). We employ this lower bound

on degU (v ) to strengthen the upper bound on IP(E
(U )
v ) provided

by Observation 2.9 for an arbitrary good vertex v as follows:

IP(E
(U )
v ) ≤ *

,

degVM \U (v ) + β

degVM (v ) + β
+
-

∆

≤ *
,

1

1+δ degVM (v ) + β

degVM (v ) + β
+
-

∆

≤ *
,
1 −

ϵ
9β degVM (v )

degVM (v ) + β
+
-

∆

≤

(
1 −

ϵ

10β

)∆
, (2)

where the second inequality holds since v is a good vertex and the

third inequality holds by the choice of δ . WriteUG = {v1, . . . ,vд },

where д = |UG | ≥ |U |/2 is the number of good vertices. Recall

that E (U )
denotes the event that U is an independent set in G∆,

Observation 2.9 and Equation (2) yield

IP(E (U ) ) ≤ IP(E
(U )
v1
∩ E

(U )
v2
∩ . . . ∩ E

(U )
vд )

= IP(E
(U )
v1
| E

(U )
v2
∩ . . . ∩ E

(U )
vд )

· IP(E
(U )
v2
| E

(U )
v3
∩ . . . ∩ E

(U )
vд )

. . .

· IP(E
(U )
vд )

= IP(E
(U )
v1

) · IP(E
(U )
v2

) · . . . · IP(E
(U )
vд )

≤ *
,

(
1 −

ϵ

10β

)∆
+
-

д

≤

(
1 −

ϵ

10β

) ∆|U |
2

,

which is upper bounded by (ϵ/24) |U | for any ∆ ≥ 20
β
ϵ ln

24

ϵ =

O
(
β
ϵ log

1

ϵ

)
. Claim 2.7 follows.

To complete the proof of Lemma 2.6, denote by E the event that

|WF | ≥
ϵ
2
|VM | and letU be the collection of all subsets of VM that

satisfy the conditions of Claim 2.7 (namely, of size at least
ϵ
2
|VM |

and such that all vertices are of high degree). By Corollary 2.5, it

holds that IP(E) ≤ IP(
⋃
U ∈U E

(U ) ). By the union bound,

IP(E) ≤
∑
U ∈U

IP(E (U ) ) ≤
κ∑

i= ϵ
2
κ

(
κ

i

)
·

( ϵ
24

)i
. (3)

(Recall that κ = |VM |.) The ratio of successive terms in the sum of

the right-hand side of Equation (3) is upper bounded by( κ
i+1

) (
ϵ
24

)i+1(κ
i

) (
ϵ
24

)i =

(κ − i
i + 1

) ( ϵ
24

)
≤

(
κ − ϵ

2
κ

ϵ
2
κ + 1

) ( ϵ
24

)
≤

1

12

,

where the first inequality holds since, in the range
ϵ
2
κ ≤ i ≤ κ,

the term
κ−i
i+1 is maximized when i = ϵ

2
κ. Hence the sum of the

right-hand side of Equation (3) is dominated by a geometric sum

with common ratio of 1/12 and q0 =
( κ
ϵ
2
κ

) (
ϵ
24

) ϵ
2
κ
being the first

term, which can naively be upper bounded by 2q0. It follows that

κ∑
i= ϵ

2
κ

(
κ

i

)
·

( ϵ
24

)i
≤ 2

(
κ
ϵ
2
κ

) ( ϵ
24

) ϵ
2
κ

≤ 2

(
1

2

) ϵ
2

2n
β+2

(κ = 2|M | ≥
2n

β + 2
by Lemma 2.2)

≤
1

nc
(holds for β = O

(
ϵn

logn

)
) (4)

The constant c can be made arbitrarily large by decreasing the

constant hiding under the O-notation in the definition of β .
Plugging Equation (4) into Equation (3), we obtain IP(E) ≤ 1

nc ,

where E is the event that |WF | ≥
ϵ
2
|VM |. We conclude that |WF | <

ϵ
2
|VM | with high probability, thus proving Lemma 2.6.

Completing the proof of Theorem 2.1. Lemma 2.6 implies

|M∆ | =
1

2

( |VM | − |WF |) >
1

2

(
|VM | −

ϵ

2

|VM |
)
=

(
1 −

ϵ

2

)
|M |,
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which yields M∆ (1 + ϵ ) > |M |. In other words, we have shown

thatG∆ is a (1+ ϵ )-sparsifier forG , when ∆ = Θ
(
β
ϵ log

1

ϵ

)
, for any

0 < ϵ < 1 and β = O
(
ϵn
logn

)
, as required.

2.2 Additional properties of G∆

In this sectionwe present a few observations regarding the sparsifier

G∆, some of which will play a major role in the applications of

Section 3.

2.2.1 G∆ is sparse. Clearly, the sparsifierG∆ contains at most n ·∆
edges. This size bound will be used for achieving a sublinear-time

algorithm in the centralized sequential setting (Section 3.1) and a

distributed algorithm that uses a sublinear number of messages

(Section 3.2.1).

The following observation shows that, roughly speaking, one can

replacen in this naïve size bound by theMCM size. This sharper size

bound will be crucial for the performance of our dynamic algorithm

(Section 3.3).

Observation 2.10. G∆ contains at most 2|MCM(G ) | · (∆+β ) edges.

Proof: LetVM andVF be the sets of matched and free vertices with

respect to any MCM (or even a maximal matching)M . Since VF is

an independent set, all edges touching VF must lead to VM . Since

the neighborhood independence number is β , each vertex in VM
has at most β neighbors in VF , so the number of edges touching

VF in the graph, and thus in the sparsifier, is at most |VM | · β . The
remaining edges in the sparsifier have both endpoints in VM , so

their number is trivially bounded by VM · ∆. Overall, the sparsifier
contains at most |VM | · β + |VM | · ∆ ≤ 2|MCM(G ) | · (∆ + β ) edges.

Remark. Since ∆ is larger than β (see the statement of Theorem

2.1), the size upper bound provided by Observation 2.10 does not

exceed 4|MCM (G ) | · ∆. For super-constant values of β , this size
bound could be significantly smaller than the naïve bound of n · ∆.

2.2.2 G∆ is uniformly sparse. Observation 2.10 shows that G∆ is

sparse. We next observe that it is also uniformly sparse, which will

be crucial for achieving a fast distributed algorithm (Section 3.2).

Definition 2.11. The arboricity of an undirected graph G =

(V ,E) is defined as α (G ) =maxU ⊆V

⌈
|E (U ) |
|U |−1

⌉
, where E (U ) is the set

of edges induced by U (which we assume has size |U | ≥ 2).

Observation 2.12. The arboricity of G∆ is at most 2∆.

The proof is straightforward, so we will omit it.

2.2.3 G∆ is not deterministic or exact for a reason.

We first argue that randomization is required for our specific

construction of sparsifiers, G∆, where every vertex marks ∆ neigh-

boring edges and the sparsifier consists of all the marked edges. The

argument is a standard one and follows similar lines as those used in

the proof of Theorem 11 in [8]; it is provided here for completeness.

Lemma 2.13. Fix n and ∆ such that ∆ < n/2. Consider any de-
terministic algorithm that constructs a sparsifier G∆ in every graph
n-vertex graphG with β (G ) = 2, where the algorithm queries up to ∆
entries of the adjacency array of each vertex and includes inG∆ up to

∆ adjacent edges for each vertex (possibly different than the queried
ones). Then the approximation ratio of G∆ (for some graphs G with
β (G ) = 2) is no better than n

2∆ .

Remark.When ∆ ≥ n/2, an approximation no better than
n
2∆

vacuously holds, hence the restriction in the lemma statement.

Proof: Consider the family of graphs Gn , for an even n ∈ N,
obtained by removing a single edge from a clique Kn on n vertices.

For a graph G ∈ Gn , we denote the single edge not in G by ē (G ),
and refer to it as the non-edge of G. Clearly β (G ) = 2 for every

G ∈ Gn and G contains a (perfect) matching of size n/2.
Let A be a deterministic algorithm for constructing sparsifier

G∆ on every graphG ∈ Gn . We consider a game betweenA and an

adaptive adversary that answers the probes of A to the adjacency

array of the input. Each timeA probes a new entry of the adjacency

array for some vertex u ∈ V , the adversary outputs a vertex v ∈ V
in the neighborhood of u that has not been so far returned as an

answer to a query on u.
The adversary picks an arbitrary set D of ∆ vertices at the out-

set. On the other hand, the non-edge of the graph will be chosen

adaptively by the adversary. We may assume that the algorithm A

knows the number of vertices n in the graph, the parameter ∆ and

the vertex set D; the only missing information to A is the identity

of the non-edge.

When a vertex u ∈ V \ D is queried byA, the adversary returns

an arbitrary vertex from D not returned thus far as an answer to

a query on u; since at most ∆ queries on u are performed and as

|D | = ∆, this strategy is well-defined. When a vertex u ∈ D is

queried, the adversary returns an arbitrary vertex in V \ u not

returned thus far as an answer to a query on u; this too is well-

defined, as n ≥ ∆ + 1 is implied by the condition ∆ < n/2 in the

lemma statement. Note that any edge returned by the adversary is

incident onD with at least one endpoint. Suppose that the algorithm

A returns a sparsifierG∆ of approximation ratio better than
n
2∆ . By

definition, this means that G∆ contains a matching of size bigger

than ∆, and as such, it must include at least one edge e with both

endpoints outside D. But the graph G ∈ Gn whose non-edge is

e (i.e., ē (G ) = e) is consistent with all the edges returned by the

adversary but it does not include edge e , hence e does not belong to
G∆. In other words, there always exists at least one graph in Gn for

which the output of A is not feasible, completing the proof.

The lower bound provided by Lemma 2.13 applies only to our

construction G∆ of sparsifiers. Nonetheless, one can extend the

lower bound argument of [8] (see Section 5 therein) to obtain a sim-

ilar hardness result that applies to any deterministic construction

of sparsifiers. Since the focus of our work is on the upper bounds

side and as this extension is rather straightforward yet a bit tedious,

we omit the details for the sake of conciseness.

Next, allowing randomization, we claim that our construction

of sparsifiers G∆ cannot preserve the exact size of the MCM with

reasonable probability, unless ∆ is close to n.

Observation 2.14. There exist (infinitely many) n-vertex graph
instances G such that if the randomized sparsifier construction G∆

preserves the exact MCM size with probability p, then ∆ needs to be as
large as Ω(p ·n). Moreover, to achieve a high success probability (more
precisely, a success probability of at least 1 − 1

nc for an arbitrarily
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large constant c > 1), the sparsifier G∆ needs to coincide with the
entire graph G.

Proof: Consider a graph G that consists of two complete graphs

A := Kn/2 and B := Kn/2 that span an odd number of vertices

each (i.e., n/2 is an odd integer) and a single edge that connects

a vertex a of A with a vertex b of B. Observe that the MCM size

in G is n/2 and that any MCM must contain edge (a,b), i.e., any
matching forG that does not contain edge (a,b) is not of maximum

size. Note further that edge (a,b) can be marked only by a and by b,
thus assuming each vertex marks ∆ neighboring edges uniformly

at random, the probability of not marking edge (a,b) is:

*.
,

(n/2−1
∆

)
(n/2
∆

) +/
-

2

=

(
1 −

2∆

n

)2
. (5)

It follows that the probability of marking edge e is 1 − (1 − 2∆
n )2,

which is at most
4∆
n . In other words, for the sparsifier to include

this edge with probability p, ∆ should be set to Ω(p · n). Moreover,

to achieve a high probability (a success probability of at least 1− 1

nc
for an arbitrarily large constant c > 1), we must take ∆ to be n/2,
in which case the sparsifier G∆ is the entire graph G.

3 APPLICATIONS
In this section we demonstrate the applicability of our matching

sparsifier construction,G∆, in several different settings. In addition

to these concrete applications, our sparsification algorithm can be

used more broadly in computational models where there are local

or global memory constraints, such as the massively parallel com-

putation (MPC) model (which is an abstraction of MapReduce-style

frameworks, cf. [4, 31]), the streaming model of computation (cf.

[3]), and the dynamic distributed model (where some graph struc-

ture has to be maintained in a dynamically changing distributed

network using low local memory at processors, cf. [7, 27, 56, 75]).

3.1 Centralized Sequential Algorithms
Our first application is in the classical centralized sequential setting.

Assume for now that our matching sparsifier G∆ can be computed

within time linear in its size, namely,O (n ·
β
ϵ log

1

ϵ ). We can then run

the standard (1+ϵ )-approximate MCM algorithm of [52, 70], which

takesO (m/ϵ ) time for anym-edge graph, leading to a total runtime

of O (n ·
β
ϵ 2 log

1

ϵ ), which is sublinear in the graph size for almost

the entire regime of parameter β . Moreover, by Observation 2.10,

we actually get a sharper runtime bound of O ( |MCM(G ) | ·
β
ϵ 2 log

1

ϵ ).
It remains to justify the assumption that G∆ can be computed

within time linear in its size (which, in turn, is sublinear in general in

the size of the original graphG). It is straightforward to achieve this
runtime with high probability, as will be shown next, but our goal

is to achieve this runtime bound deterministically; this is possible
since the bounds on the size and arboricity of G∆ are deterministic

(the only use of randomization is for achieving the bound 1 + ϵ
on the approximation factor, which holds with high probability).

Before proceeding further, we stress that it is crucial to specify the

exact data model when considering sublinear-time algorithms, as

such algorithms cannot even read the entire input. We shall assume

that the input graph is given in the adjacency array representation,

which means that for each vertex v ∈ V , we are given the degree

deg(v ) of v , followed by an array of length deg(v ) containing all

neighbors of v in an arbitrary order. This way, we can determine

the degree of any vertex v or its i-th neighbor for i ∈ [deg(v )]
in O (1) time. Typically the algorithm has read-only access to the

adjacency arrays of vertices, i.e., one cannot write to these arrays.

We also make the common assumption that a random number

from 1 to n can be generated in O (1) time. This is a standard input

representation for graph problems and is commonly used in the

area of sublinear-time algorithms (see, e.g. [8, 41, 42, 72]).

The only nontrivial issue in constructing G∆ within time lin-

ear in its size arises in the implementation of the random edge

samplings. Recall that for each vertex v , we mark ∆ neighboring

edges uniformly at random (without repetitions), and the sparsi-

fier includes all the marked edges. Consider an arbitrary vertex

v . A straightforward randomized approach would be to generate

a random number from 1 to deg(v ), say i , mark the edge corre-

sponding to the i-th neighbor of v if unmarked, and repeat until

min{∆, deg(v )/2} edges incident to v have been marked. There is

a small technical issue with vertices of degree lower than 2∆, so
for this to work, we tweak the construction of G∆ so that we will

mark all the neighbors of any vertex of degree at most 2∆ (rather

than ∆ as before); this tweak will increase the size and arboricity

bounds of the sparsifier by at most a factor of 2, which is fine. It

is now readily verified that this sampling method leads to O (∆)
time in expectation for each vertex v , and we obtain the required

runtime bound of O (n · ∆) = O (n ·
β
ϵ log

1

ϵ ) with high probability

by applying a standard Chernoff bound.

Instead of achieving a probabilistic bound on the runtime that

holds with high probability, we next show that the same runtime

bound can be achieved deterministically by designing amore careful

edge sampling method. In other words, we shall obtain an algorithm

with deterministic runtime bound and probabilistic bound on the

approximation guarantee.

The naïve sampling method that leads to O (∆) deterministic

time per vertex v is to sample a random integer i between 1 and

deg(v ), and then swap the i-th element of the adjacency array with

the element at position deg(v ). (In this discussion, we may identify

the i-th neighbor of v with the corresponding edge incident on v ,
when this should not lead to a misunderstanding.) In the next step,

we sample an integer between 1 and deg(v ) − 1, replace it with

the element at position deg(v ) − 1, and so on, until we have sam-

pled min{∆, deg(v )} elements. At the end, the last min{∆, deg(v )}
members of the adjacency array correspond to the marked edges

incident to v (and will be included in the sparsifier). The problem

with this approach is that it requires the algorithm to write to the

adjacency arrays, while, as mentioned above, sublinear algorithms

typically have read-only access to these arrays.

To overcome this problem, the first idea that comes to mind is

to create a copy of the adjacency array of each vertex and work

on the copy array instead of the read-only array. Unfortunately,

the runtime required for creating copies of all the adjacency arrays

is linear in the input size. (Recall that our goal is to work within

time linear in the size of the sparsifier G∆, but not in time linear

in the size of the entire input graph G.) We resolve this issue by

introducing an additional array for each vertex v of the graph,
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denoted by posv , which will represent the positions of the vertices
in the adjacency array of v . The key insight here is that, instead of

copying the entire content of an adjacency array to a new array, the

new array posv that we introduce can be initialized in constant time

uniformly, i.e., to the same initial value. Specifically, we can choose

to initialize posv with zeroes, meaning that each element is at its

original position. This is possible using the so-called “sparse array”

data structure, which supports all the usual operations of array and,

on top of that, supports initialization to a single arbitrary value in

constant time; see [2] for further details on this data structure.

Using theposv array, we will emulate the naïve sampling method

described above without ever writing to the adjacency array of v .
Specifically, instead of actually moving the elements of the adja-

cency array of v , we will “implicitly” move them by changing the

entries of posv , so that the i-th entry of posv (denoted by posv [i])
represents the actual position of the i-th element in the adjacency

array of v (i.e., its position as if we have made the actual moves). A

zero entry means that the element has not been moved yet. More

formally, we will maintain the following invariant: posv [i] is zero
iff the element has not been moved yet and otherwise it represents

the actual position of the i-th element in the adjacency array of

v . As before, we will sample a random integer i1 between 1 and

deg(v ), and emulate the changes to the adjacency array by making

the following modifications to the posv array. We change posv [i1]
to i1 and posv [deg(v )] to deg(v ). Next we simply replace posv [i1]
with posv [deg(v )], thereby emulating the consequences of the ac-

tual swap. It is easy to see that by doing that, the aforementioned

invariant will hold. In the next step, we generate a random number

i2 between 1 and deg(v ) − 1. If posv [i2] is zero, we set it to i2 and
if posv [deg(v ) − 1] is zero we set it to deg(v ) − 1 and finally swap

posv [i2] with posv [deg(v ) − 1]. And so forth. In this way the in-

variant always holds and after min{∆, deg(v )} sampling steps, the

last min{∆, deg(v )} entries of the array posv represent the actual

positions of the elements in the adjacency array after the (implicit)

changes have been performed. Each of the above operations takes

constant time, hence we can perform the edge sampling for a single

vertex in O (∆) time, and the entire sparsifier can thus be built in

O (n · ∆) = O
(
n ·

β
ϵ log

1

ϵ

)
time, as required.

Summarizing, we have proved the following theorem.

Theorem 3.1. A (1 + ϵ )-approximate matching can be computed
in the centralized sequential setting in O (n ·

β
ϵ 2 log

1

ϵ ) deterministic

time, for any 0 < ϵ < 1 and β = O
(
ϵn
logn

)
, where the bound on

the approximation factor holds with high probability. Moreover, the
sharper runtime bound of O ( |MCM(G ) | ·

β
ϵ 2 log

1

ϵ ) holds as well.

Remark. Assadi and Solomon [8] presented a randomized algo-

rithm for computing amaximal matching (and thus a 2-approximate

MCM) whose runtime is bounded by O (n logn · β ) with high prob-

ability. Our algorithm achieves an approximation factor of 1 + ϵ ,
and its runtime shaves a factor of logn from the runtime of [8]

in the entire regime of parameter β = O
(

n
logn

)
, and for any con-

stant ϵ . As mentioned, the complementary regime of β = ω
(

n
logn

)
is irrelevant in terms of the improvement over [8], since in that

regime the runtime of [8] is inferior to the naïve O (n2) runtime

of the greedy maximal matching algorithm. Finally, our runtime

is tight for all β = O
(

n
logn

)
(for constant ϵ), matching the lower

bound of Ω(n · β ) due to [5, 8]. Consequently, we answer Question

1.1 in the affirmative, and furthermore provide an optimal (up to

the ϵ-dependence) resolution in the regime β = O
(

n
logn

)
.

3.2 Distributed Algorithms
We focus on the LOCAL and CONGEST models of commu-

nication (cf. [76]), which are two standard models in distributed

computing that capture the essence of spatial locality and conges-

tion. In these models, all the processors wake up simultaneously and

computation proceeds in fault-free synchronous rounds in which

every processor exchanges messages of either unbounded size (in

the LOCAL model) or of O (logn)-bit size (in the CONGEST

model). Furthermore, since our sparsifier relies on a simple sam-

pling primitive that does not require the knowledge of processors’

identifiers, it can be constructed in the KT0 model.

It is immediate that our matching sparsifier G∆ can be imple-

mented in distributed networks using a single communication

round in the LOCAL model. In particular, if messages are trans-

mitted in a broadcast manner, i.e., any piece of information sent

from a processor reaches all its neighbors (rather than a subset of

its neighbors), then a single round of communication will naively

require messages of size O (logn · ∆) (where ∆ is the number of

random neighboring edges “marked” locally by a processor, and it

grows linearly with β). Many distributed message-passing systems,

however, support unicast or multicast transmissions, meaning that

any processor can send a message to a subset of its neighbors. In

such systems, which we shall refer to as unicast communication
systems, our sparsifier can be implemented in a single round using

1-bit messages in a straightforward way. Indeed, in a single round

each processor locally marks randomly ∆ of its neighboring edges,

and can then send a 1-bit message only along its “marked” edges.

From that stage onwards, one can work on the sparsifier G∆

rather than the original graph G. It is desirable in general, and

for our purposes in particular (as demonstrated below), to work

with bounded degree graphs. Alas, we cannot upper bound the

maximum degree of G∆ by ∆, and a-priori there may exist graph

instances G for which the degree of G∆ is much greater than ∆. In
fact, the question of upper bounding the maximum degree of G∆

in general graphs, as a function of n, β and ϵ , is likely to coincide

with deep mathematical questions regarding the distribution of the

maximum degree in special types of random graphs. Therefore,

instead of trying to upper bound the maximum degree of G∆, we

resort to the more robust sparsity parameter of arboricity, which
roughly speaking measures how uniformly sparse the graph is. As

we have shown in Observation 2.12, the arboricity of our sparsifier

is upper-bounded by 2∆.
In ITCS’18, Solomon [81] gave a construction of (1+ϵ )-sparsifiers

with bounded degree in graphs of bounded arboricity. Specifically,

given a graph with arboricity bounded by α , one can construct a

(1+ϵ )-matching sparsifier for it with maximum degree bounded by

∆α = Θ(α/ϵ ), as follows. For each vertex we mark ∆α = Θ(α/ϵ )
arbitrary neighboring edges, and then take to the sparsifier only

edges that are marked by both endpoints. As with our sparsifier,
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the sparsifier of [81] can be constructed in a single communication

round. Clearly, the maximum degree of that sparsifier is at most

∆α = Θ(α/ϵ ). The sparsifier of [81] is different than ours in two

aspects. First, it is deterministic, so marking any set of ∆α arbitrary

neighboring edges per vertex will do the job in bounded arboricity

graphs, whereas, as shown by Lemma 2.13, in bounded neighbor-

hood independence graphs randomization is essential. Second, the

sparsifier of [81] includes only edges that are marked by both end-

points, which leads to a degree upper bound of ∆α , but the same

trick fails in bounded neighborhood independence graphs.

By composing the two sparsifiers, we obtain a clean and simple

reduction for the problem of distributed (1 + ϵ )-approximate MCM

from graphs of bounded neighborhood independence to bounded

degree graphs, which requires only two communication rounds.

Concretely, we construct a matching sparsifier of bounded degree

for a graphG as follows: In the first round we construct our (1+ ϵ )-

matching sparsifier G∆ with arboricity at most 2∆ = O (
β
ϵ log

1

ϵ ),
and in the second round we construct the (1+ϵ )-matching sparsifier

of [81] on top of ours. The resulting sparsifier, denoted by G̃∆,

achieves approximation factor at most (1 + ϵ ) (1 + ϵ ) ≤ (1 + 3ϵ )

(assuming ϵ < 1) and a maximum degree ofO (2∆/ϵ ) = O (
β
ϵ 2 log

1

ϵ ),
and as before we can reduce the approximation factor to 1 + ϵ by a

scaling argument.

Equipped with the bounded degree matching-sparsifier G̃∆ for

the original (of possibly huge degree) graph G, we can apply a dis-

tributed algorithm that runs efficiently for bounded degree graphs.

Specifically, Even et al. [34] presented a distributed algorithm for

computing a (1 + ϵ )-approximate MCM in ∆O (1/ϵ ) +O ( 1

ϵ2 ) · log
∗ n

rounds, for graphs of maximum degree ∆. Running the algorithm of

Even et al. on top of the sparsifier G̃∆ yields a (1+O (ϵ ))-approximate

MCM in

(
β
ϵ

)O (1/ϵ )
+O

(
1

ϵ 2
)
· log∗ n communication rounds; yet

again, the approximation factor can be reduced to 1 + ϵ by scaling.

Summarizing, we have proved the following theorem.

Theorem 3.2. There is a randomized distributed algorithm for

computing a (1 + ϵ )-approximate matching in
(
β
ϵ

)O (1/ϵ )
+O

(
1

ϵ 2
)
·

log
∗ n rounds, for any 0 < ϵ < 1 and β = O

(
ϵn
logn

)
, where the bound

on the approximation factor holds with high probability.

Remark. When β and ϵ are constants, Theorem 3.2 gives rise

to O (log∗ n) communication rounds, which provides an improve-

ment over the (deterministic) algorithm of Barenboim and Oren

[16, 17] that requires the same number of rounds but achieves a

(2 + ϵ )-approximation. (Barenboim and Oren do not analyze the

performance of their algorithm [16, 17] for super-constant β and

ϵ .)

3.2.1 Sublinear Communication. The round complexity and the

message complexity are perhaps the two most basic quality mea-

sures of distributed algorithms, where the former is a measure

of “runtime” and the latter can be viewed as a measure of “total

work”. The message complexity is almost always assumed to be

at least linear in the graph size (i.e., Ω(m), wherem is the number

of edges in the graph), since for almost any nontrivial distributed

graph problem, every processor needs to send and receive at least

one message along each of its incident edges. If all messages are

transmitted in a broadcast manner, then a sublinear message com-

plexity cannot be achieved unless sufficiently many processors do

not participate in the distributed algorithm (but that rules out es-

sentially any nontrivial distributed problem). We shall therefore

restrict our attention to unicast communication systems; in such

systems there is hope to design algorithms with a sublinear message

complexity, yet very few examples of such algorithms are known

(see [9, 40, 60, 63, 68, 69, 74], and the references therein).

Our work adds a new example to this very small pool, showing

that one can solve the problem of distributed (1 + ϵ )-approximate

MCM using a sublinear (depending, of course, on the neighborhood

independence number β) message complexity. As mentioned al-

ready, constructing the random matching sparsifier G∆ in unicast

communication systems can be done in a single round, where each

processor locally marks randomly ∆ of its neighboring edges, and

then sends a 1-bit message only along its marked edges. Clearly,

the total number of messages sent is at most twice the size of the

resulting sparsifierG∆, namely,O (n ·
β
ϵ log

1

ϵ ). We can then run any

approximate MCM algorithm as a black-box on top of our sparsifier

to achieve a low (depending on β ) message complexity. Specifically,

if the round complexity of the black-box matching algorithm is

T (n), then running it on top of our sparsifier will give rise to an

algorithmwhose message complexity is at mostT (n) ·O (n ·
β
ϵ log

1

ϵ ).
Summarizing, we have proved the following result.

Theorem 3.3. Suppose there is a distributed algorithm for comput-
ing a γ -approximate MCM inT (n) rounds in general n-vertex graphs,
for any parameter γ ≥ 1 and “runtime function” T . Then there is
also a distributed algorithm for computing a (1 + ϵ )γ -approximate
MCM in T (n) + 1 rounds and using T (n) ·O (n ·

β
ϵ log

1

ϵ ) messages,

for any 0 < ϵ < 1 and β = O
(
ϵn
logn

)
, provided that the distributed

system supports unicast or multicast transmissions. The bound on the
approximation factor holds with high probability.

Applying Theorem 3.3 in conjunction with Theorem 3.2 yields a

distributed algorithm for computing a (1 + ϵ )-approximate MCM

in

(
β
ϵ

)O (1/ϵ )
+O

(
1

ϵ 2
)
· log∗ n rounds and using

n · *
,

(
β

ϵ

)O (1/ϵ )
+O

(
β

ϵ3
log

1

ϵ

)
· log∗ n+

-
messages. When both β and ϵ are constants, the number of rounds

and messages is reduced to O (log∗ n) and O (n log∗ n), respectively.

3.3 Dynamic Graph Algorithms
In this section we show that a (1 + ϵ )-approximate MCM can be

maintained in the standard fully dynamic setting with a worst-case

update time of O
(
∆/ϵ2

)
= O (

β
ϵ 3 log

1

ϵ ). As mentioned in Section

1.2, our update time bound holds deterministically and the approx-

imation factor of (1 + ϵ ) holds with high probability against an

adaptive adversary. This is a rare example of a randomized algo-

rithm that does not make the oblivious adversary assumption.

If we were to make the oblivious adversary assumption, life

would be much simpler. In particular, in this case it is straightfor-

ward to maintain the sparsifier G∆ with a worst-case update time

of O (∆). Indeed, in such a case, following every edge update (u,v ),
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we can simply remove from the sparsifier the (at most) 2∆ edges

marked due to u and due to v , and then add in their place new

randomly sampled edges, where we mark ∆ random neighboring

edges due to u and then another ∆ random neighboring edges due

to v , and add the newly marked edges to G∆ in place of those that

got removed. As for the analysis, marking ∆ random neighboring

edges for a vertex can be done in time O (∆) deterministically, e.g.,

by employing the argument of Section 3.1 (for the centralized se-

quential setting), hence the worst-case update time of the algorithm

is trivially bounded byO (∆). As for the approximation factor, since

the adversary is oblivious to the random bits used by the algorithm,

the proof of Theorem 2.1 remains valid. Now that we are equipped

with the dynamic sparsifier, and recalling (from Observation 2.12)

that its arboricity is at most 2∆, we can simply run on it the dy-

namic (1 + ϵ )-approximate MCM algorithm due to [77], to get a

worst-case update time of O (∆/ϵ2), as required.
Our goal, however, is to cope with an adaptive adversary. The

suggestion above would fail in this case, since the probabilistic

argument used in the proof of Theorem 2.1 for bounding the ap-

proximation factor of G∆ makes critical use of the fact that the

random neighboring edges marked for any vertex are completely

independent of random choices made due to other vertices. To

overcome this challenge, we take a completely different approach,

which is based on a scheme for dynamic approximate matchings

due to [44].

The scheme of [44] exploits a basic stability property of match-

ings: the MCM size changes by at most 1 following each update

step. Thus if we have a γ -approximate MCM, for any parameter

γ ≥ 1, the approximation factor of the matching will remain close

to γ throughout a long update sequence. (Here we focus on the

regime of γ ≈ 1 + ϵ .)

Lemma 3.4 (Lemma 3.1 from [44]). Let ϵ, ϵ ′ ≤ 1/2. Suppose that
Mi is a (1 + ϵ )-approximate MCM for Gi . For j = i, i + 1, . . . , i +

⌊ϵ ′ · |Mi |⌋, letM
(j )
i denote the matchingMi after removing from it

all edges that got deleted during the updates i + 1, . . . , j. ThenM
(j )
i

is a (1 + 2ϵ + 2ϵ ′)-approximate MCM for the graph G j .

Next, we adapt the argument of [44] for maintaining a (1 + ϵ )-
approximate MCM to fully dynamic graphs of neighborhood in-

dependence number bounded by β . One can compute a (1 + ϵ/4)-
approximate MCMMt at a certain update step t , and then re-use the

samematchingM
(i )
t throughout all update steps i = t , t+1, . . . , t ′ =

t + ⌊ϵ/4 · |Mt |⌋ (after removing from it all edges that got deleted

from the graph between steps t and i). By Lemma 3.4, assuming

ϵ ≤ 1/2,M
(i )
t provides a (1 + ϵ )-approximate MCM for all graphs

Gi . Next compute a fresh (1 + ϵ/4)-approximate MCM Mt ′ fol-

lowing update step t ′ and re-use it throughout all update steps

t ′, t ′ + 1, . . . , t ′ + ⌊ϵ/4 · |Mt ′ |⌋, and repeat. In this way the static

time complexity of computing a (1 + ϵ )-approximate MCM M is

amortized over 1+ ⌊ϵ/4· |M |⌋ = Ω(ϵ · |M |) update steps. By Theorem
3.1, the static computation time of a (1 + ϵ )-approximate MCM is

O ( |M | ·
β
ϵ 2 · log

1

ϵ ), hence the amortized update time isO (
β
ϵ 3 · log

1

ϵ ).

AWorst-Case Update time. To achieve a low worst-case up-

date time, a standard tweak (used in [44]) is to simulate the static

approximate matching computation within a “time window” of

1 + ⌊ϵ/4 · |M |⌋ consecutive update steps, so that following each

update step the algorithm simulates only

O

(
|M | ·

β

ϵ2
· log

1

ϵ

)
/(1 + ⌊ϵ/4 · |M |⌋) = O

(
β

ϵ3
· log

1

ϵ

)
steps of the static computation. During this timewindow the gradually-

computed matching, denoted byM ′, is useless, so the previously-
computed matching M is re-used as the output matching. This

means that each matching is re-used throughout a time window

of twice as many update steps, hence the approximation factor

increases from 1 + ϵ to 1 + 2ϵ , but we can reduce it back to 1 + ϵ by

a scaling argument. (Note that the gradually-computed matching

does not include edges that got deleted from the graph during the

time window.)

While the bound on the update time is deterministic, the bound

1+ϵ on the approximation factor of the maintained matching is not;

indeed, it is determined by that of the static approximate matching

algorithm (provided by Theorem 3.1), which, in turn, is determined

by that of the randommatching sparsifierG∆ (provided by Theorem

2.1), which holds with high probability. Note, however, that the sta-

bility property, which implies that the same approximation factor

(up to an additive error ofO (ϵ )) provided by the static computation

will continue to hold until the next static computation, is determin-

istic. As a direct consequence, the guarantee on the approximation

factor holds with high probability against an adaptive adversary.
To summarize, we have proved the following statement.

Theorem 3.5. A (1 + ϵ )-approximate matching can be main-
tained in fully dynamic graphs of neighborhood independence number
bounded by β with a worst-case update time of O (

β
ϵ 3 log

1

ϵ ), for any

0 < ϵ < 1 and β = O
(
ϵn
logn

)
. The bound on the update time holds

deterministically while the bound on the approximation factor holds
with high probability against an adaptive adversary.

Remark. The previous (deterministic) algorithm by Barenboim

and Maimon [14] achieves approximation factor 2 (via a maximal

matching) with a higher update time of O (
√
βn); specifically, the

update time due to [14] is higher than ours by a factor of

√
n
β , for

constant ϵ . In particular, when β and ϵ are constants, our update
time is constant and the update time due to [14] is O (

√
n).
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